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Abstract. Our research is proposing an algorithm and teetmiaplementation of a system that can recognize
positions and orientations of IR (Infrared) LED ght Emitting Diode) markers that are invisible tonaked
human eye. The system is made to work with Oculifisd¥X2 head-mounted display coupled with a 111 Hz
IRLeap Motion camera. It adds functionality to thekvicesby allowing them to track different kiredobjects
using active IR markers. Up to now, the most commay for tracking markers for augmented reality ever
using fiducial markers that are visible to humawe eyother static markers. Such marker systems nedjait
surface for attaching a sticker of a fiducial mark#ith our system it is possible to create invisitmarkers and
they can be attached to objects without flat seaéds aproof of the conceptwe made a virtual piogg game
where the player uses a physical table tennis pditt#td with active IR markers. At the time of tresearch, no
such tracking systems were available in public dom&urrently similar commercial systems are in
development by Oculus and other companies. Liromatiof hardware that we found in our research miight
one of the main reasons why the commercial proidusbt yet completed. In case of Oculus Rift's IReaa, it
has insufficient 30 Hz frame-rate to support actiRemarkers. We found that even with the captute it
111 Hz the proposed system works 3 times slower tlsaventional fiducial markers, but starting as thhame
rate it can be applied for real-time applications.

Keywords: virtual reality, augmented reality, infrared maneinfrared tracker, signal processing, Oculug, Rif
Leap Motion.

Introduction

In recent years there have been many researchtsefforaugmented and virtual reality using
Oculus Rift headsets [1-2]. Our research utilizes ®culus Rift headset and Leap Motion infrared
stereo cameras together with custom built activendRkers on Arduino platform. Our system allows
to experience augmented or virtual reality wheme uker can interact between physical and virtual
objects. Leap Motion captures the surrounding spacgeal-time with stereoscopic video feed and
Oculus Rift headset provides visual representadioaugmented or virtual reality from this feed. In
between processing pipeline our purposed systenesdhat can capture the position and orientation
of objects that are fitted with our markers.

The system consists of a set of algorithms and yessiphl implementation that produce exact
position of the infrared marker in 3D space relatio a viewer (see Fig. 1).
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Fig. 1.Activity diagram for the system of active infrared markers
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Ability to physically touch virtual objects has Imestudied extensively recently. Most widely
spread method currently is to utilize 3D printibgi more dynamic methods have been proposed. For
example, surface of pixels with dimension of heidjtor even levitating touchable pixels [4-5]. The
goal is to provide haptic feedback from physicajeots and apply virtual constructs over them for
augmented reality. Our proposed system also camskd to simulate virtual overlay over physical
objects even using different graphical represematActive infrared markers can be placed on the
object with any form factor. For example, a batefdl with active infrared LED markers would have a
better haptic representation of a virtual objeattlh box using fiducial markers.

Fiducial markers as shown in the image below aeel @s a standard for augmented reality (see
Fig. 2). These markers work well in most casesttey have limitations. They are clearly visiblelan
must be placed on top of an object. Our proposeatterscan be placed under the cover of an object
and can be invisible to a user. IR LED can be lésibrough many types of plastic using IR camera.

Fig. 2. Traditional fiducial marker system used in augmentd reality

As a proof of the concept we have implemented aegahtable tennis where using active IR
markers it is possible to play tennis with a phgkigaddle, but using a virtual ball as shown in the
image below (see Fig. 3). As an alternative tosystem other static and dynamic IR marker systems
have been made using stereo cameras or even & siaglera [6-8]. These systems use special
initialization procedure. Others use PnP (PerspectiPoint) solver like the fiducial marker does
where it is necessary to know geometric dimensansarkers before using them. In our purposed
system initialization can be done while the systernm operation without need to resetit with some
special initialization procedure. Another appro&ho use features in an image as markers. These
features in an image could be coloured spots, edgesers, etc. Such systems usually use variations
of SLAM (simultaneous localization and mapping)althms and are not as precise as prefabricated
markers
[9-10].

Fig. 3. Table tennis paddle and a virtual ball in augmentedeality
using active infrared markers

Physical implementation of IR markers

Physical implementation of the proposed systemistmsf IR stereo cameras that are mounted
on to VR headset and trackable objects fitted adtive infrared LED markers. We used Leap Motion
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as IR stereo camera. It has a filter for 850 nrtliggaves and produces grayscale image of light
intensities. As for active IR markers we have cho880 nmIR LEDs. Each object should be fitted
with at least 3 LEDs in order to detect the obdrfientation and position in space (see Fig.m). |
order to just find a position of an object, ignagyits orientation it is necessary to detect attleas
marker suing both cameras (see Fig. 5). Intensignge or blinking interval of LEDs are controlled
by the Arduino micro-controller that is sendingntiéication codes of each marker with 37 Hz data-
rate. Technology behind physical implementatiosimilar to TV remotes, but usually TV remotes
transmit data with much higher frequency 33-40 KH¥]. Another difference is that TV remote
receiver is a simple light receiving diode, bubiir implementation it is Leap Motion stereo cameras
Stereo cameras can be used to calculate the posftmmarker in 3D space without using PnP solver.
Data transmission program was implemented usingrtimerrupts to save battery.

Fig. 4. Table tennis paddle fitted with IR active markers

Fig. 5.Identification of markers in captured image from Leap Motion stereo cameras

As a proof of the concept we fitted our system ahside a plastic toy and were able to track its
position. This implementation is invisible to a ydeecause IR LED can be visible through the pdasti
only using IR camera (see Fig. 6).
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Fig. 6.ldentification of markers in captured image from IR camera

Method for IR camera image processing
Image processing algorithm is executing the folloyvteps.

1. Each camera stores a buffer of images.
2. Resolutions of images are reduced by the faxt@rto improve performance.
3. Pixel blobs are found representing blinking IRDLmarkers.
1. In order to eliminate lighting conditions itaxay filter images by slices of intensity of
spectra from 5-255 with a step of 10 intensity si(gee Fig. 7).
Blur each slice of image using Gaussian filbereduce noise and graininess.
Use Median filter to make the image sharper.
Find centres of blobs.
Store state of blobs in between data framéddolf is existing at same location store the
value of 1, but if it is not store the value of 0.
For each potential blob apply Manchester deapdigorithm that ensures time
independent data transmission in Arduino implentesria
7. Apply error correction algorithms — FEC, SEC,Mlescribed in detalil in the section
about signal processing algorithms).

arwN

o

4. Classify blobs as markers using previously knademtification codes.

5. Calculate positions of each marker in 3D spategugeometric transformations.

6. Calculate the position of the object that isefit with a set of markers (at least one marker
detected).

7. If possible, calculate orientation of the objeit is fitted with a set of markers (at least&kers
detected).

8. Apply transform to positions of markers. Tramsgids acquired from the VR headset tracking
system in order to predict the marker positionraftevement of head.

9. Apply Kalman filter to positions and orientatiohmarkers.

10. Display the virtual object over the physicajemb or use positional data of an object.

In order to correctly segment markers it is verpamant to slice intensities of the image using a
binary filter. It is necessary to iterate througkensities of each pixel image in a range 5-25% wit
step of 10 units. All unfiltered intensities of plg within each iteration are stored with valuend all
filtered pixels are stored with value O.

If a marker candidate is detected, then its pasiied bit status are stored for particular frarmgk an
for both images of a pair. Empty bit is stored floe candidate if no blob has been detected at the
position of a previously detected blob at spegiitensity range. Afterwards these candidates iieser
of frames are used for signal processing. Mosedés of blobs do not contain any data from markers
but in the midst of noise data streams from markeman be detected.

In order to detect contours of blobs S.Suzuki algor was used [12]. Other algorithms for detection
of blobs also can be applied [13-16]. Position afiaker is calculated using thegeometric centra of
blob from a bounding box. These algorithms are wsthblished and widely used in OpenCV image
processing library.
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Fig. 7.Binary filter with thresholdranges for tracking LED markers

Method for active IR marker signal processing

Identification codes of markers were sent overaheusing IR LEDs at 37 Hz data-rate. These
codes where received with Leap Motion IR stereo eras with unstable 111 Hz frame-rate.
Transmission is omni-directional. It is coming frahe transmitter to the receiver. For transmission
auto correction code — FEC (Forward Error Corregtiwas used. Each 3 data slots contain 1 bit of
data that can be automatically corrected if thaaihas been noisy.

Table 1
FEC using 3 data frame slots
Transmitted data frames | Received data frameg Bit state
000 000 0
000 001 0
000 010 0
000 100 0
111 110 1
111 101 1
111 011 1
111 111 1

Another aspect that must be taken into an accautihé Leap Motion cameras. They do not
produce steady 111Hz data stream that would gieg@rirames with 9ms delay. Instead it produces
frames with variable delay of 7-21 ms [17]. Luckilyis possible to get time-stamp from each frame
that can be used for error correction. Using timeistamp it is possible to detect hidden bit value
and assign them as either “1” or “0” depending navin bits in 3 bit frame.

Table 2
Hidden bit value caused due irregularities in framerate

Delay between frameg 9ms | 8ms| 9ms | 18ms| 7ms | 9ms
Bit 1 0 1 1? 1 0
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It is also important to accumulate shifted timeagslin order to detect a point at which FEC will
fail. When it happens, the system can still tryse the received data and correct it.
Table 3
Time shift of data frames due irregularities in frame-rate

Delay between frameg 7ms| 7ms| 7/ms| 7/ms| 7ms | 9ms
Bit 1 0 1 1 | Error | Reset

Especially because of the problem described abibise not possible to reliably transmit long
sequences of repeating bit values, because ibeilery difficult to find out the exact number ahse
bits in a row. For example, “111101” could easiéyread as “11101". In order to get a precise number
of sequential the same number of bits Manchesiwding should be used [11].

Using simple XOR calculation each bit is synchredizvith a clock frequency that takes 2 data
frames. Only at frames where bits are flipped itadgequence the transmitted bit changes. Because
states are constantly oscillating, time shift af #ame bit value does not affect transmission angmo

It is important to keep in mind that Manchester aghieg is implemented on top of FEC
algorithm. It means that each bit in Manchesteodirg is represented by 3 physical data frames.

After implementation of Manchester encoding, opiibnSEC (Single Error Correcting) or DEC
(Double Error Correcting) codes can be implementedfurthermore improve stability of data
transmission. From our results that are describemiore detail in next chapters we found that such
error correction layers are advisable only in aspa@nvironment like in fog or snow. Whereas in
normal room conditions no interference can occwudlly in room conditions data are received
immediately as soon as the marker is in a directe liof the sight of a camera.
If SEC is necessary it can be implemented usingdniy bit pattern. This pattern adds additiorntd b
(parity bits) to sequence at positions bir2a resulting sequence. Depending of a lengtsegfience
different numbers of parity bits are added. Alduritis also called as Hamming Encoding [18].
Number of parity bit& needed to send a string of data bitswust comply with Hamming rule (1).

2 k m k 1. (1)

In order to encode data sequence of 4 Ditgsing SEC, parity bitb,, b,, b, must be added. It
would satisfy the rule above.

2 2 4 2 1. (2)
D 0110 . (3)

Below are given sequences of bits with SEC paiityy ddded.

Table 4
Sequence of bits with SEC parity bits added

1123/ 4|5|6]7
b, | b, [O]bs[1]1]0

For calculation of parity bit values, it is necays@ store in a matrix indexes of positions that a
holding the bit value of “1”. In the given exampleese indexes are 5 and 6. Then these indexes
should be stored in binary format to correspondiolgmns like shown in Table 5

Table 5
Calculation of parity bits using matrix and XOR

Indexes in resulting sequence (state “ILY, | b, | by
5 (decimal) = 101 (binary) 1 0 1
6 (decimal) = 110 (binary) 1 1 0

XOR to findby 0|11

Rows in a matrix are the same number as valuesiofdhta sequence. For example, if bit 7
would be with a state “1” then 3 rows of values Vdobe subjected to XOR. But using the given
example the following data sequence is producedramgmitted.
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D 0101110
. 4)
Table 6

Sequence of bits with SEC parity bits added

112(3]4|5|6]|7
0/1/0]1]1]1]0

On the receiver’s side parity bits are also caleddrom data bits and compared with those that
are received along with data bits. If both setgafity bits match, then no error is present in a
sequence. If they do not match XOR between bothdfagiven values of a syndrome, then it points to
a wrong value of an index in a data sequencebilf & flipped then the new syndrome value is equal
to 0. SequencB with an error at bit index 6 is given below.

D 0101100 . ®)
Table 7
Sequence of bits with SEC parity bits added and onerror bit
1/2[3|/4]|5]|6|7
0/1/0]1]1|0]O
Calculation to find an error bit is shown belowaimatrix.
Table 8
Calculation of parity bits using matrix and XOR to find a syndrome
Indexes in resulting sequence (state “L'ty, | b, | by
Received statds; o} 1] 1
Calculatedoy 110 1
Syndrome (XOR) 1 1
Index value 110 (binary) = 6 (decimal

Syndrome in an example above points to an indexevél It means that after flipping the bit at
this index, error is automatically corrected &hd=D .

In order to apply DEC an additional bit should lbed in order to use extended Hamming
distance algorithm [18]. Bit is added at the end sfequence and it is calculated by XOR between all
values in SEC sequence. For examplecan be encoded with DEC as shown below by addibity a
with index 8.

b, 01 0111 0 1. (6)
E 0101101 . (7

Then on the receiver’s side extended Hamming distdnit is also calculated and the following
set of rules are applied in order to find 2 errits.b

Table 9
SEC-DEC rule set for 4 bit data transmission
Rule Conclusion
Extended | Syndrome | Number of o
bit value errors Description
bs = bg 0 0 No errors
bs bg 0 1 Error inbg
bs = bg 0 1 Error indicated by syndrome value
Must sequentially test one by one each bit 1}.7
bg by 0 2 until the number of errors reduces and apply
rules

Notice that FEC, SEC and DEC are applied beforedflaster encoding. These auto correction
codes become more effective when data sequencésnger. It is not very important for data being
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transmitted in our proposed system that uses dniigiue identification codes. In production systeéims
should use longer identification codes that coddybnerated from time-stamps to reduce a posgibilit
of interference between identification codes. In implementation the length of codes was restricted
by frame-rate of Leap Motion stereo cameras.

Transmission algorithm for each LED is shown infibleowing steps.

Create an identification code (sequence of€).bit

Optionally apply SEC (sequence of 7 bits).

Optionally apply SEC-DEC (sequence of 8 bits).

Optionally add start of transmission code (faraple “000”) if identification codes could collide
in continuous sequence of repeated codes.

Optionally apply Manchester encoding (sequerideé dits).

Apply FEC encoding (sequence of 48 bits) by 27Hita-rate.

Continuously repeat transmission.

PR

Noo

Data retrieval algorithm for each Leap Motion stecamera.

Receive image at 111 Hz data-rate.

Extract data from FEC.

Optionally extract data from Manchester encoding
Optionally extract data from SEC-DEC.

Optionally extract data from SEC.

Check identification code.

oA wWNE

Method for positioning markers in 3D space

After each marker in stereoscopic image has beentified, its position in 3D space can be
calculated. The distance between cambrasd focus lengthto image plane are known (see Fig. 8).
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Fig. 8.Marker positioning in 3D space using stereoscopicrpjections

The task is to find coordinates of a markgr= (., Y., Z). To find the distance to markey; the
value of disparityd is introduced [19].
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After finding the position relative to a camd®ait is necessary to find it in the world space gsin
the Oculus Rift's headset rotation matiand the translation vectdr These variables are calculated
and constantly updated by the Oculus Rift’s positapture system.

P, RRP T. (12)

When at least 3 marker positions of an object haeen detected the object’'s pose can be
calculated using cross product between these positPose of an object can be described with one or
more normal vectors of a surface.

N, B R P R. (13)

After finding the surface normal vector, it can umed to calculate Euler angles or the rotation
matrix. Finally, to reduce noise in positions anmtations of objects Kalman filter [20] should be
applied. In implementation of Kalman filter only gtions of markers and their speed in between
observations are used. It is used to avoid misifiestion of a marker when its position jumps long
distance away. Kalman filter ensures smooth perdoigce of the system by reducing impact of such
errors.

Results

Initialization of an object’s position and orientat in 3D space can be done in less than 300ms
using active IR markers. Using traditional fiducmlarkers, it can be done in less than 100ms.
Detection speed of fiducial markers is limited bg processing speed, lighting conditions and camera
resolution, but the detection speed of active IRkexs is mostly limited by frame-rate of IR cameras
Positions of detected markers can be tracked mgugiroscope and positional tracking data from the
Oculus Rift headset. It allows to predict positiarisnarkers in the next frame by following markers
and not repeating initialization. Implementationkaflman filter also improves stability of the syste

From our testing we could see that on average viecea message takes about 2 times longer
than transmitting a message. These are expectettsiesecause transmission is omni-directional
without functions to synchronize data transmissiibrwas also possible to see that the length of
identification code is proportional to transmissamd reading time. From the length of identificatio
codes, it is possible to calculate the minimal feamate of camera needed to achieve the required
performance. In order to compare the systems pedioce to a traditional marker system in
augmented reality, commercial XZIlmg fiducial madkerere used. Same camera resolution and
dimensions of fiducial markers were used. Frometkigerimental results it was possible to conclude
that both systems work stable within limited distafrom the camera. Active IR markers were able to
work up to 1.5 m from the camera, whereas fidumiarkers worked at up to 3m distance. Size of
markers layout was about 10x10 cm and camera it&mol640x240 pixels. Itmade pixels to became
undetectable in a long distance.

From the test results using error correction codess possible to conclude that SEC, SEC-DEC
and even Manchester encoding are not necessargefap used in normal room conditions (see
Fig. 9). In a direct line of sight there is no ra&noise in the captured images even in different
lighting conditions. If noise occurs in most casisis filtered by image processing algorithms.
Nonetheless, due Leap Motion’s irregular frame-FE€ implementation is necessary.

In order to test SEC we tested the system in arst@smvironment to obscure and distort image of
active IR markers. We found out that using SECuichsenvironment achieved the same performance
as in normal room conditions (see Fig. 10). At shene time the algorithm corrected 3 times more
errors, showing that SEC was working and obstrastiwere present (see Fig. 11).
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Fiducial marker (XZImg)

Active IR marker
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Fig. 9.Performance of active IR markers with different types of error correction
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Fig. 10.Comparison of SEC performance
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Fig. 11.Comparison of error correction rate using SEC

Conclusions

The proposed active IR marker system has beerdteatessfully. Current implementation due
to technical restrictions is able to produce 3 sirskwer identification of markers than the trauhitl
fiducial marker systems. Possibly this is one efrasons why the commercial Oculus Touch system
that uses a similar system to ours will not be late for Oculus Rift DK2. Oculus Rift DK2 has IR
camera with only 30 Hz frame-rate. Most likely tBeulus Rift consumer version will come with
higher frame-rate tracking camera. Nonethelessfowed the following advantages in our proposed
system:

1. ltisinvisible to a user under a cover of anesbfitted with markers, but the IR camera couilll st
track it.

2. It can be implemented in any form factor unfikieicial markers that are rectangular 2D planes.
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3. It can transmit meta data like touch events ymadically changing transmission codes from the
transmitter side whereas fiducial markers arecstati

From the testing results of data transmission ¢llewWing conclusions can be drawn:

1. Active IR markers can be used for real-time Kirag, but identification time is 3 times slower
than for fiducial markers.

2. Identification times of active IR markers arethpBmited by the frame-rate of an IR camera.

3. SEC, SEC-DEC are not necessary when the systased in hormal room conditions.

4. Manchester encoding is not necessary when FEEed.

5. FEC efficiently solvesirregular frame-rate ofapeMotion camera.

6. SEC efficiently solves data transmission in@spnce of temporary visual obstructions.

In a near future there should be stereo camerds higther frequency and combined IR, and
visible light image capture. Such camera like tix¢wersion of Leap Motion Dragonfly could utilize
the proposed system. It would use image of visiiglet in tandem with IR image to create fully
immerse and convincing augmented reality experiensing physical objects in 3D space fitted with
covert IR marker system.
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